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Abstract. The paper proposes a novel image representation for texture
classification. The recent advancements in the field of patch based fea-
tures compressive sensing and feature encoding are combined to design
a robust image descriptor. In our approach, we first propose the local
features, Dense Micro-block Difference (DMD), which capture the local
structure from the image patches at high scales. Instead of the pixel we
process the small blocks from images which capture the micro-structure
from it. DMD can be computed efficiently using integral images. The
features are then encoded using Fisher Vector method to obtain an im-
age descriptor which considers the higher order statistics. The proposed
image representation is combined with linear SVM classifier. The exper-
iments are conducted on the standard texture datasets (KTH-TIPS-2a,
Brodatz and Curet). On KTH-TIPS-2a dataset the proposed method
outperforms the best reported results by 5.5% and has a comparable
performance to the state-of-the-art methods on the other datasets.

1 Introduction

Texture is an important attribute of an object or a material and has been widely
utilized as a visual cue for image classification. A number of computer vision
problems, such as material classification [1], face recognition [2], facial expres-
sion recognition [3], object detection [4] use the texture information from images.
Therefore, the fundamental problem of texture classification is highly relevant.
The texture classification system encounters the problems such as, the variations
in scale, illuminations, rotation and the subtle difference in the different texture
patterns. These challenges have not been addressed completely by the exist-
ing methods and require deeper analysis. This paper thoroughly studies above
mentioned problem and proposes a method for texture classification by inte-
grating the advancement in the field of key-points descriptors, image encoding
approaches and compressive sensing.

A variety of approaches have been proposed for texture classification. A fam-
ily of these algorithms represent an image using a subset of the features from
an image patch. The examples of these algorithms include Co-occurring His-
tograms [5], Markov random Field [6], Gabor Filter Banks [7], Local Binary
Patterns (LBP) [8] and Fractal Models [9]. The key idea behind these papers is
that a discriminative information can be captured from the image patch. Differ-
ent methods are used to capture this information from the patches, e.g. Xu et.
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al. [9] use orientation histogram, LBP uses the sign of the difference of the pixel
values, Gabor based methods [7] use the response of the Gabor filter banks, etc.
These approaches consider texture as a local cue and global structure between
the features is not taken into account. Another class of the texture classification
methods are based on the Bag-of-Words (BoW) model of image representation
[10], [11], [12], [13]. The BoW model encodes both, the local structure by using
the local features to form the texton dictionary, and the global appearance by
computing certain statistics to represent the distribution of the textons. Due to
its generalized structure it has been widely applied in a number of computer
vision applications.

Capture local Reduces

. . . Encode local Normalize and
structure by dimensionality

features using Classify using
Fisher Vectors Linear SVMs

dense micro- using Random
blocks features Projection

Fig. 1. The flowchart of proposed approach.

In this paper we present a texture descriptor by combining novel patch based
local features with the advancement in the BoW model. We first propose the
Dense Micro-block Difference (DMD), which are based on the idea that the tex-
ture image repetitively exhibit a specific local structure which can provide dis-
criminative information about it. Although the idea is inspired from the success
of the pattern based approaches, the proposed method in practice is very different
and addresses various shortcomings of these approaches. DMD are patch based
features which are computed by comparing the intensities of smaller regions in
it. It has been shown that the texture images being repetitive are compressible,
which is further exploited in the proposed approach. The features are very fast
to compute using integral image and low in dimensionality. The proposed local
features are then combined with the BoW model of image representation. We use
advanced encoding approach that has recently shown very promising results in
the classification tasks. The combination of the proposed features with efficient
encoding from the BoW model results in a robust image descriptor. Finally, the
descriptor is combined with the linear SVM classifier which achieves state-of-
the-art performance on a number of standard texture datasets (KTH-TIPS-2a,
CUReT and Brodatz). The flowchart of the proposed approach is shown in Fig.
1.

The rest of the paper is organized as follows. In Section 2, we discuss the
related work on the local features and the BoW encoding methods. In Section 3,
we present the proposed approach for the texture classification. In Section 4, we
study the key parameter of the descriptor and evaluate the performance of the
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proposed approach on three texture datasets. Finally, the paper is concluded in
Section 5.

2 Related work and its analysis

Our work broadly draws inspiration from two different kind of approaches fol-
lowed in texture classification. First, we call the local structure capturing features
and the other is the Bag-of-Words based image representation model for feature
encoding. In this section we provide a brief overview of the related work and
analyse its shortcomings.

2.1 Local feature

A number of patch based local features are based on the idea that the local
region of the image exhibits a certain characteristic structure and various meth-
ods have been employed to capture that structure. Among these LBP [8] has
shown very promising results, and a number of modifications of LBP have been
proposed [14], [15]. These features capture the local structure by taking the sign
of the difference of image pixel values from the image patch in a circular geom-
etry. The information provided by the magnitude of the difference is completely
ignored, which results in the loss of the discriminative power of the features. To
overcome this shortcoming, Tan et. al. [16] compared the magnitude with a pre-
defined threshold parameter, while Guo et. al. [17] incorporated the magnitude
by comparing it with a mean value of the image. The results from these ap-
proaches demonstrate that the magnitude provide a discriminative information
which can be utilized in the patch based features.

Recently, Liu et. al. [18] proposed Sorted Random Projection (SRP) which
utilize the compressibility of the pixel intensity difference taken from a circular
geometry. Sharma et. al. [19] proposed Local Higher order Statistics (LHS), a
descriptor that incorporates the high order statistics of the pixel difference from
a patch. Approaches based on a pixel difference, such as LBP, SRP, LHS consider
the circular geometry of the sampling points in the patch. Circular geometry can
only capture the radial variation in the image patch as the difference is taken
from the central pixel and its neighbours, all other directions are ignored. Al-
though never applied in image classification, the geometry of the sampling points
in the image patch has been studied in the binary key-point descriptors such as
BRIEF [20], ORB [21]. Colander et. al [20] experimented with the five different
kinds of geometries for sampling points and reported that random Gaussian sam-
pling points outperforms the circular geometry and others. In ORB the sampling
points are selected such that they have maximum variance in training samples
and are uncorrelated.

The size of the patch is an important parameter for the patch based features.
For LBP it was observed that the performance of the features improves with an
increase in the patch size from 3 x 3 to 7 x 7. However, additional sampling points
are required in large image patches to capture the intensity variations efficiently.
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The dimensionality of these descriptors grows exponentially with the number of
sampling points considered in the image patch. Therefore, using this encoding
scheme, the number of sampling points cannot be increased substantially, which
in turn also puts a restriction on the size of the image patch. We aim to study
the encoding techniques that can overcome these shortcomings.

2.2 Encoding

The BoW model has been extensively utilized in the texture classification task
[10], [11], [12], [13]. The main steps in this pipeline are: (1) Extract the features
from the texture images, (2) Encode the features into an image descriptor, (3)
Classify the image descriptor using a machine learning algorithm (e.g. Nearest
Neighbour, Support Vector Machines (SVM)). While most of these papers use
different kind of local features to capture the characteristic structure of the tex-
ture image, little importance is given to the feature encoding step. All these
papers follow the encoding step of the vector quantization and hard assignment.
In this step, first, the local features are extracted from the training images and,
then exemplar features are chosen as the textons (using K-means clustering).
These textons are used to label all the features from the training and the testing
images. The local feature quantization, a common step in these approaches, is a
lossy step as shown by Boiman [22]. Some attempts have been made to overcome
this shortcoming. Farquhar et. al. [23] applied soft assignment using Gaussian
Mixture Models. Yang, et. al. proposed sparse coding algorithm to replace the
k-means which reduces the quantization error by applying less restrictive con-
straints. In this work we consider the Fisher kernel introduced by the Jaakola
et. al. [24] and applied to image categorization by Sanchez et. al.[25]. Tt is an
extension of BoW model as it not only encodes the zero order statistics but also
the higher order statistics of the distribution of the local features.

3 Texture classification

In this section we present the proposed approach for the texture classification.
First, we introduce the local features DMD which captures the intensity variation
in an image patch. Next, the compressible nature of the dense feature is utilized
to reduce its dimensionality. Finally, the local features are combined with the
efficient Fisher encoding scheme to obtain the image descriptor.

3.1 Dense Micro-block Difference

The proposed features are based on the idea that the small patches in the texture
image exhibit a characteristic structure and if captured efficiently, discriminative
information can be obtained from it. Based on the ample evidence from the
related work we use the intensity difference from the image patch to capture
the variations in it. Furthermore, we believe that the individual pixels are more
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susceptible to noise and do not capture regional information, therefore we use
small blocks in the image patch instead of the raw pixel values.

To encode the local structure of the patch we take the pairwise intensity
differences of smaller blocks in the image patch. We address these smaller square
blocks as ”micro-blocks” and their average intensity is considered for capturing
variation in a patch. A image patch is usually of size 9x 9 to 15 x 15 pixels and the
micro-blocks are the smaller square region inside this patch. An illustration of
the image patch and micro-blocks is provided in Fig. 2. The patch size is 21 x 21
and the micro-blocks are of sizes 2 x 2, 3 x 3 and 4 x 4. The micro-blocks pairs
whose intensity difference is computed are shown color white and grey, and are
connected with a line. For the sake of clarity here we show only eight micro-block
pairs but in application we consider a much higher number. The high number
of micro-block pairs assist in obtaining a rich and discriminative representation
for a patch by capturing the variations in different directions and scales. It
can be observed that the intensity difference is taken in different directions,
unlike the LBP, SRP which only consider the radial direction. Furthermore, the
distance between the micro-blocks is not constant, thus, the variations in patch
are captured at different scales.

Fig. 2. The micro-blocks pairs in an image patch. Different micro-block sizes are shown
(a) 2x 2 (b) 3x 3 and (c) 4 x 4.

Formally given a patch p of size L x L and two sets of image coordinates
X = {x1,%x2..xn}, Y = {y1,¥2-..,y~} the DMD for the micro-blocks of size s
is given as:

v(p) = {Ms(x1) = Ms(y1), Ms(x2) = Ms(y2), -, Ms(xn) = Ms(yn)} (1)

where M, (x) is the average intensity of the pixel in micro-block located at po-
sition x = (a,b)” in the patch and is given as

s—1s—1

M(a,0) =YY “pla+ib+j)/s%, (2)

i=0 j=0
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and p(a, b) denote the pixel intensity in patch p at location a, b.

The feature is completely specified by the following parameters: X, Y, L and
s. The coordinate pair sets X and Y determine the location of sampling points in
the patch and plays an important role in the design of the descriptor. Colander
et. al. studied five different spatial arrangements for selecting the sampling point
for keypoint matching. We follow the similar approach to Colander et. al. [20]
and select the coordinates from isotropic Gaussian distribution i. e. (X,Y) ~ i
i. d. Gaussian(0, L?/25). In this arrangement the coordinates are more densely
distributed towards the center of the patch than towards its boundaries. Thus,
larger weight is given to the center than to its boundaries, like SIFT features. The
randomness in the sampling points coordinates help in capturing the variations
at different scales because the distance between the sampling points |z; — y;| is
not constant. Moreover, we consider the magnitude of the difference without any
thresholding, which helps in retaining the discriminative power of the features.

The computation of DMD for a image patch requires subtraction of N micro-
blocks pairs. It involves the computation of the sum of the 2N micro-block.
The micro-blocks sum can be efficiently implemented using the integral images.
As summing a block using integral image requires 4 operation, for 2N micro-
block 4 x 2 x N operations are required. Further, the computation of a feature
requires N subtraction operations. The total number of operations required for
a DMD feature computation is 9N. Therefore, the complexity of the features
computation is linear with the number of points considered in the image patch.

S
Hf ﬁ.“-_

Texture Micro-block DMD Vector Random Compressed
Image Patch . .
Image coordinates v Matrix Feature vector

Fig. 3. Feature extraction from a patch of texture image.

3.2 Utilizing Compressibility

Using the above feature we obtain a N dimensional representation for an image
patch. To efficiently capture the intensity variations in the image patch, we select
a large number of sampling points which results in high dimensional features.
Considering the fact that image patches are sparse in nature, we aim to take
advantage of this property of the texture images. To reduce the dimensional-
ity of the vector v(g) and to make it more compressed, we utilize the Random
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Projections (RP) [26]. The RP exhibit important properties of dimensionality
reduction and information preservation. It is based on the idea that if the signal
lies in a low dimensional manifold and is represented in a high dimensional am-
bient space, then, a small number of random projections of that signal preserve
most of the information from it.

The random projection of the vector v is defined as:

d(g) = Pv(g) (3)

where @ is a C x N matrix, with C << N . With C << N a loss in infor-
mation is expected, however, if the signal is sparse and the matrix @ exhibits
the Restrictive Isometric Property (RIP) then the information is shown to be
preserved during this transformation [27]. A number of matrices have shown to
exhibit RIP property with high probability[27]. We use Gaussian random matrix
as @ (more details about it are provided in the implementation section). Fig. 3
shows feature computation and compression for a single patch from a texture
image. First, a patch is selected from the image and the DMD features are ex-
tracted using the set of coordinate pairs. Then, the DMD vector is projected
using a random matrix to obtain the compressed feature vector. The projection
is obtained by multiplying the DMD vector with the random matrix.

The projection using random matrix reduces the dimensionality from N to
C. To analyse the impact of feature projection using random matrix on texture
classification, we perform a test on the KTH-TIPS-2a dataset. KTH-TIPS-2a is a
commonly used texture dataset and we follow the standard test protocol, where
half of the images from each class are used for training and rest half for testing.
We sample the 64 micro-blocks features from image patch of size 15 x 15 and
apply random projection on it. The reduced dimensionality C' is varied from 10 to
50. The classification accuracy is shown in Table 1. It can be observed that the
classification accuracy increases with dimensionality of the compressed vector
upto a point after which it becomes constant. As the dimensionality increases
more information is captured from the features, however after a certain point due
to redundancy in the dense DMD features the accuracy stays constant. It is also
interesting to note that even with a fairly low dimensionality of 10, high accuracy
is achieved. Based on these results, the dimensionality of the compressed feature
vector is set to 40 in all our further tests and the number of sampling points are
set to 64.

Table 1. Effect of Gaussian component on the accuracy of KTH-TIPS-2a dataset.

Dimension 10 20 30 40 50 No RP
Accuracy 76.83% 77.23% T7.87% 78.54% T77.67 % 77.31%
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3.3 Encoding

After computing the local features, we obtain a feature vector for each patch.
Since we compute the features densely from an image, we get thousands of fea-
ture vector for an image. The features from a image have to be encoded to obtain
a descriptor. Most of the early work on texture classification use the quantiza-
tion/hard assignment for this purpose, however it leads to quantization error.
Instead we use soft quantization by representing the feature distribution using
Fisher Vector. It uses generative models for feature extraction by representing
data by means of the gradient of the data log-likelihood w.r.t. the model param-
eters. The Fisher Vector use the Gaussian Mixture Models (GMM) to derive a
probabilistic representation of the compressed features. The encoding captures
the first and the second order differences between the image descriptors and the
GMM centres. The higher order statistics that are learnt, provide a robust rep-
resentation compared to other encoding methods such as histograms and kernel
codebook.
The local features are modelled using GMM which is defined as:

K

p(d]6) = p(dlpk, Zi)mx (4)
k=1

where, p(d|pug, X)) is the multivariate Gaussian distribution with mean, py, and
covariance matrix, X, (assumed to be diagonal), 7, is the mixing coefficient of
the Gaussian components and 6 = (71, p1, X1...7k, i, Xk ) is the vector of the
parameters for the model. K is the total number of Gaussian components as-
sumed to be present while modelling the feature distribution. The parameters of
the GMM are learned using Expectation Maximization (EM) using the features
from the training samples.

Given the model, Fisher Vector is characterized by the gradient with respect
to the parameter of the models. Thus, the gradient is computed with respect to
the mean py and the covariance Xy of the GMM. It is given as:

0logp(d|h)

= h, 2 (d -
8#1@ hk k ( uk)a (5)
Ologp(d|d) _ hu 2
= () — (d — 6
Srt — o (T ) ©)
where,
hy = mp(d| i, k) )

>k mep(d e, X))

The Fisher encoding is obtained by concatenating the parametric gradient for
all the K components of the GMM. Thus, the length of the feature vector is 2KC,
where C is the dimensionality of the compressed features. After concatenation,
we apply {2 and power normalization [25] on the feature vectors. The [2 normal-
ization helps in compensating for the fact that different images contain different
amount of relevant information. The power normalization (z < sign(z)|z|?)



Texture classification using Dense Micro-block Difference (DMD) 9

helps to ‘unsparsify’ the feature vector that becomes sparse when the number of
Gaussian components in GMM are increased.

4 Experiments

To analyse the performance of the proposed descriptor, we conduct extensive
experiments on three standard publicly available texture datasets: KTH-TIPS-
2a, Brodatz and CUReT. We follow the standard protocol for testing.

Fig. 4. The samples image from three different datasets, (a) Brodatz, (b) CUReT and
(¢) KTH-TIPS-2a.

The KTH-TIPS2-a texture dataset [1] contains 11 texture classes (e.g. cork,
wool, linen, etc.) with 4,395 images. The images are 256 x 256 pixels in size,
and they are transformed into 256 gray levels. Each texture class consists of
images from four different samples. The images for each sample are taken at nine
scales, under four different illumination directions, and three different poses. The
variations in scales, illumination and pose makes it a challenging dataset. We
use the standard testing protocol [28], [1] where at each run the three sample
sets are used for training and fourth samples images for testing.

The original Brodatz dataset [29] has 32 texture classes with 16 images per
class. The images are of dimension 64 x 64. To make the test more challenging,
three samples are generated from each image by (1) rotating (2) scaling and (3)
both rotating and scaling the original images. The resulting images are resized to
200 x 200 pixels, converted to grayscale and histogram normalized. Therefore, the
final test set-up consists of 2048 images with 64 images in each class. Following
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the usual protocol in our experiment [28], we randomly select 32 images from
each class for training and rest are used for testing. The accuracy is reported on
5 fold cross validation.

CUReT database [30] consist of 61 classes each containing 205 images taken
under range of viewing and lighting angles. Following the usual protocol we
select only 92 images per class which afford the extraction of 200 x 200 pixels
foreground region of a texture. It is a challenging set for classification because
of intra-class variation in appearance resulting from the different illumination
conditions. In our tests we varied the number of training samples in this dataset
to observe the effect of varying number of training samples on the performance.

The samples images from these datasets are shown in Fig. 4. It shows three
different images from two different classes of each dataset.

First, we provide details about our implementation, then, we study the effect
of certain parameters involved in the descriptor on classification performance.
Finally, we compare the obtained results with state-of-the-art approaches.

4.1 Implementation details

The DMD features are extracted from the grid with a spacing of 3 pixels. It is
observed that the performance of the features is maintained as long as the size
of the grid does not exceed 5 pixels. With a larger grid size, the local structure
is not captured efficiently and for a denser grid spacing the number of features
becomes too large with no significant increase in performance. The number of
sampling pairs in all our experiments is fixed to 64.

The matrix @ is a Gaussian random matrix that is normalized to zero mean
and unit variance. It is of dimension C x N, where N is the dimension of the
DMD vector while C' is the dimension of the compressed features. The values
of C is set to 40 in our experiments. The GMM parameters are estimated using
500,000 feature vectors that are randomly sampled from the training images.
The center for GMM are initialized with k-mean clustering.

The parameter p is set to 0.5 for the power normalization. In all our exper-
iments SVM classifier with linear kernels is used. The linear SVM requires less
training time over types of kernels, during the testing it only requires a simple
dot product. Another advantage of the linear kernel is that it directly operates
on the feature, thus any improvement in the classification performance can be
attributed to the features rather than the classifier.

4.2 Patch and Micro-block size

In the proposed approach the information is being captured at two levels, first
is the patch level and the other is the micro-blocks level. When we increase the
micro-block size, the overlap between them also increases as shown in Fig. 2.
If the patch size is small it would lead to repetitive overlap of the micro-blocks
and consequently results in redundant and correlated features. Therefore the
patch size should be big enough to allow sufficient degree of spatial freedom to
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Table 2. Recognition rate for KTH-TIPS-2a dataset

Patch Size
Micro-block size 9x%x9 11 x 11 13 x 13 15 x 15
1x1 73.45% 74.75% 73.99% 74.10%
2% 2 76.62% 76.69% 77.71% 76.63%
3x3 76.24% 77.55% 78.04% 78.02%
4 x4 76.91% 77.89% 77.90% 78.43%
5x5 75.03% 76.70% 77.58% 78.54%

micro-blocks. Since the patch size and micro-block size are dependent on each
other, we vary these parameters jointly in our experiments. The size of the patch
is varied from 9 x 9 to 15 x 15 with a step size of 2 and the micro-block size
is varied from 1 to 5. The tests are performed on KTH-TIPS-2a and Brodatz
dataset. The results for both these datasets are shown in Table 2 and Table 3.

It can be observed from the results that for both these datasets there is an
increase in the accuracy with an increase in the patch and micro-block size. The
accuracy improves with increase in the micro-block size specially for large patch
sizes. The observation supports our claim that the micro-block are more efficient
element for capturing the information than pixels.

Table 3. Recognition rate for Brodatz dataset

Patch Size
Micro-block size 9x%x9 11 x 11 13 x 13 15 x 15
1x1 98.96% 99.24% 99.22% 99.24%
2x2 98.71% 99.18% 99.32% 99.26%
3x3 98.81% 99.12% 99.18% 98.98%
4 x4 98.30% 98.89% 98.81% 98.59%
5x%x5 96.82% 98.05% 98.20% 98.32%

4.3 Number of Gaussian Components

The number of Gaussian Components used for modelling the features distribu-
tion plays an important role in the encoding step. With more Gaussian compo-
nents the distribution can be modelled in a suitable manner, but, it also leads to
an increase in the dimensionality. To analyse its role, we varied the number of
components from 32 to 128 with the step size of 32 and performed the classifi-
cation test on the KTH-TIPS-2a dataset. The accuracy for the dataset is shown
in Table 4. As expected there is an increase in the accuracy with more Gaussian
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components due to better modelling of local features, however after a point the
accuracy stays constant. Based on the results from these experiments in all our
tests we use 128 Gaussian components. The Gaussian components can be further
increased, however it will also result in an increase in the dimensionality of the
descriptor, without any significant increase in the performance.

Table 4. Effect of Gaussian component on the accuracy of KTH-TIPS-2a dataset.

Gaussian Component 32 64 96 128
Accuracy 76.26% 77.19% 77.89% 78.54%

4.4  Varying number of samples

We study the effect of different number of training samples on the proposed
approach. To evaluate the performance, we conduct tests by varying the number
of training samples in the CUReT dataset. We follow the protocol of [31], where
the three different training scenarios are used. The number of training samples is
set to 46, 23 and 3, while the rest of the images are used for testing. The block size
for DMD is set to 13 x 13 and the micro-block size is fixed to 3 x 3. The results are
shown in Table 5. The classification performance is compared with LBP, LBPV
[14], LBPHF [32], MR8 [12], BIF [13] and recently proposed M-BIMF [31]. As
expected, the performance drops with the less training samples. However, it
is interesting to observe that accuracy decreases only by a few percents when
samples are reduced from 46 to 23, however when the samples reduce to 3 from
23 the drop in accuracy is between 30 to 40 percent. It shows that with the 23
training samples the texture can be modelled considerable well, although it is
not the case with 3 samples.

The proposed approach achieves the highest accuracy when the training sam-
ples are 46 and 3. When the number of samples is 23 then we achieve 93.66, which
is second only to the M-BIMF features proposed recently. Even with the three
samples we achieve an accuracy of 66.76 which is significantly higher than LBP,
MRS, LBPHF methods.

4.5 Comparison with State-of-the-art

In this section we compare our results on the Brodatz and KTH-TIPS-2a with a
number of state-of-the-art texture classification approaches. The algorithms used
for comparison are LBP, LTP, Local Quantized Patterns (LQP) [33], Weber Law
Descriptor (WLD) [28], Caputo et. al. [1] and Local Higher order Statistics (LHS)
[19]. The LBP and LTP are computed by the binary and ternary thresholding
of the pixel difference in the local circular neighbourhood and use histogram
as the encoding method. LQP is also a pattern based descriptor, however the
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Table 5. Recognition rate for CUReT dataset

Method Tue T23 T3
LBP 87.91 87.54 51.30
LBPV 78.83 73.71 42.03
LBP-HF 88.77 87.54 57.04
M-LBP 94.79 93.87 60.97
MR8 93.52 91.48 58.68
BIF 95.81 91.95 66.40
M-BIMF 95.62 94.59 65.11
Proposed 97.32 93.66 66.76

number of patterns sampled are very large, which are quantized using k-mean
clustering. LHS performs the Fisher encoding of the pixel difference with LBP
like geometry. WLD captures the local pattern from the gradient images. The
results of all these approaches on the Brodatz and KTH-TIPS-2a dataset are
shown in Table 6.

It can be observed from the results that the proposed features achieves the
best results on KTH-TIPS-2a dataset. This is the highest accuracy reported on
the KTH-TIPS-2a dataset to the best of our knowledge. It is interesting to note
that the accuracy is still far from being perfect even for the best results. The first
reason is that the variations in this dataset are much stronger than other texture
datasets such as Brodatz, etc, for which nearly perfect accuracy can be achieved.
Another reason for a lower accuracy on this dataset is the testing protocol for
this dataset. Since the three samples are used for training and the fourth sample
for testing, there is a considerable difference between the training and the testing
images. The images from the three samples for two texture class are shown in
Fig 4. It can be seen that there is a significant difference in the images. Thus,
to perform on this dataset the algorithm should have a generalization property.
The high recognition rate of the proposed algorithm shows that it also has a
generalization property and can easily adapt to the variations during training
and testing.

The comparison of the accuracies on KTH-TTPS-2a, shows that the LBP and
LTP are inferior to the state-of-the-art descriptor LHS. LTP achieves higher
accuracy than LBP because it has three quantization levels compared to two
levels of LBP. Since LHS has even more quantization levels than LTP, there
is a further increase in the performance from LTP to LHS. Therefore, we can
infer that with more quantization levels the pixel difference is modelled in a
better way, hence an improvement in performance is observed. Although DMD
and LHS both have same number of quantization levels, the gain of DMD over
LHS can be attributed to the fact that DMD captures the information from the
patches at the multiple scales rather than the single scale that is used in LHS.
Also the compressed vectors of DMD, by means of random projection, capture
the inherent structure of the patch in an effective way. The proposed method



14 Rakesh Mehta and Karen Egiazarian

Table 6. Recognition rate for Brodatz and KTH-TIPS-2a datasets.

Method KTH-TIPS-2a Brodatz
WLD 64.7 97.5 £0.6
LQP 64.2 96.9

LBP 69.8 +6.9 87.2 £1.5
LTP 71.3 £5.3 95.0 £0.8
Caputo et. al [1]  71.0 -

LHS 73.0 £5.7 99.3 +£0.3
Proposed 78.5 £4.6 99.3 £0.5

outperforms the LBP, LTP by 8.7%, 7.2% respectively. Compared to state-of-
the-art descriptors, WLD, Caputo et. al. [1] and LHS the proposed approach
shows a significant improvement of 13.8%, and 7.5% and 5.5% respectively.

For Brodatz dataset a near perfect recognition rate is shown by the LHS and
DMD descriptors, which achieve more than 99%. The proposed approach gains
by more than 12% over LBP and by 3% over WLD. It can be seen that for
Brodatz dataset all the descriptors achieve better recognition rate compared to
the KTH-TIPS-2a dataset. The variation between the training and the testing
samples are not as high as the previous dataset as the samples for both are
taken from similar image samples. It is easier to model the texture samples and
moreover it does not require the generalization property.

An important advantage of the DMD is its speed. We compare the com-
putation time of DMD with the SIFT features. SIFT and other gradient based
features are very frequently used for texture classification. The computation time
for the DMD features for an image from KTH-TIPS-2a dataset is 0.28 seconds.
For the same setting the computation time of the SIFT features is 25.67 seconds
on a standard computer. The SIFT features are also densely computed with a
grid of 3 x 3 pixels. The computation times for SIFT features is almost 100 times
more than the DMD features, which make the proposed feature favourable for
the real time applications.

5 Conclusion

We presented a novel approach for texture classification based on block based
features and Fisher Vector encoding. The proposed DMD features capture the
local structure from texture images with the help of micro-blocks. These are
very fast to compute, easy to implement and discriminative in nature. When
combined with efficient coding technique we obtain a robust texture descriptor.
The tests performed on challenging datasets demonstrated the efficiency of the
proposed approach.
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